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Abstract. The ever increasing complexity of knowledge, skills and abilities 
(KSAs) demanded of Department of Defense (DoD) personnel has created the 
need to develop tools to increase the efficiency and effectiveness of training. 
This is especially true for the F-35, the first 5th-generation aircraft to use an 
HMD as the primary instrument display. Additionally, the F-35 can perform 
operations previously performed by multiple operators, which potentially places 
incredible strain on the pilot’s cognitive resources by exposing him to large 
amounts of data from disparate sources. It is critical to ensure training results  
in pilots learning optimal strategies for operating in this information rich 
environment. This paper discusses current efforts to develop and evaluate a 
performance monitoring and assessment system which integrates eye tracking 
and Electroencephalography (EEG) technology into an HMD enabled F-35 
training environment to extend traditional behavioral metrics and better 
understand how a pilot interacts with data presented in the HMD.   
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1 Introduction 

According to the Air Force Transformation 2010, “the ultimate source of air and 
space combat capability resides in the men and women of the Air Force…first priority 
is ensuring they receive the precise education, training, and professional development 
necessary to provide a quality edge second to none”[1]. As technology progresses, the 
extensive knowledge, skills and abilities (KSAs) required of Department of Defense 
(DOD) personnel increases, and the demand for efficient yet effective training 
intensifies. This training need is particularly evident with 5th-generation tactical 
aircraft such as the F-35 Lightning II (formerly referred to as the Joint Strike Fighter).  
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In the 1970’s heads-up displays (HUDs) were introduced to tactical combat 
aircraft, which projected essential flight information onto the cockpit glass. This 
allowed pilots to continue to keep their eyes directed outside of the aircraft without 
being required to look down at important gauges. Several decades later, the 
development of the helmet-mounted display (HMD) allowed the HUD to be placed 
inside the pilot’s helmet. The F-35 Lightning is the first 5th generation aircraft to use 
an HMD as the primary instrument and sensor display. Additionally, the F-35 is 
capable of performing air-to-air combat and air-to-ground strikes while flown by a 
single operator. Tactical information has been added to the HMD to aid the F-35 pilot 
in performing the additional tasks. This translates to an increase in cognitive demands 
for an F-35 pilot, with the amount of data from different sources potentially exceeding 
an individual’s natural cognitive processing limits. As noted by Endsley (2001), data 
does not equal information, and may not be useful “unless it is successfully 
transmitted, absorbed and assimilated in a timely manner by the human” [2]. To date, 
the amount of information to be displayed often already exceeds available display 
space. Although essential information is provided on the HMD, the pilot must 
periodically transfer attention to other areas of the cockpit, such as the Multi-function 
Displays (MFDs), a paper copy of the Checklist, or cockpit control panels, in order to 
view more detailed information throughout a flight. Attentional demands in the 
cockpit shift frequently and rapidly if an emergency such as engine failure occurs, 
adding to the cognitive stress already amplified in an emergency situation. Given this, 
it is critical to ensure training results in pilots learning optimal strategies for operating 
in this information rich environment, including appropriate attention allocation 
between the different displays and pieces of information displayed within.  

2 Training Needs / Opportunity 

The application of HMD systems in tactical aircraft and simulation environments has 
substantial implications for performance assessment, proficiency tracking, and 
training. Much of the interaction that occurs with an HMD is unobservable, including 
gaze location/durations and cognitive processing of various information inputs that 
may not have an overt behavioral response. In order to effectively diagnose 
deficiencies/inefficiencies in performance and provide targeted feedback, it is 
necessary to obtain process level measures of performance that include capture of 
unobservable perceptual and cognitive tasks. To achieve this, there is a need for 
practical tools and instrumentation to better capture important data that can be 
assimilated in real-time to more accurately assess pilot performance, including data 
presented in the HMD, the interaction of the pilot with the data, and reactions and 
actions taken based on the data. With this enhanced data capture and performance 
monitoring capability, improved After Action Reviews (AARs) and debriefings will 
be possible that may substantially enhance training effectiveness and efficiency. 

The current training practices for the F-35 lightning were investigated to ensure 
that the research effort to develop a precision performance assessment system, 
referred to as the Helmet-Mounted Display ASsessment System for the Evaluation of 
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eSsential Skills (HMD ASSESS), is designed to address the training needs of the  
F-35. The current training program for F-35 transition pilots is 8 weeks long. The 
transition pilots are comprised of legacy aircraft experts such as experienced F-16 or 
F-22 pilots. These pilots will become F-35 instructors upon the completion of the 
program.  Training begins with a week of military lectures, followed by 3 weeks of 
lectures and academic courses specific to the F-35. A pilot training aid (PTA) laptop 
simulator is flown by transition pilots during these early phases of the course. The last 
phase of the training program is a mixture of 8-10 F-35 Full Mission Simulator (FMS) 
sessions and 4-5 actual flights in the F-35. The PTA and the FMS are the two main 
simulators used in the transition curriculum. The PTA has a large touchscreen monitor 
that displays both the out-the-window view of the aircraft as well as the touchscreen 
instrumentation (i.e. Main Forward Display). In addition to the touchscreen monitor, 
the PTA also has a full replication of the F-35 Hands-On Throttle and Stick 
(HOTAS). The PTA is mainly used during academic lectures to familiarize the pilot 
with the controls and procedures for the F-35. An HMD is not used in conjunction 
with the PTA.   

The FMS is a high fidelity flight simulator which contains a full 1-to-1 replication 
of the F-35 cockpit surrounded by a dome with almost 360 degrees of visual 
coverage. The pilot trainee is outfitted with an HMD visor that reveals a HUD fixed 
on the center windscreen. Additionally, a de-cluttered, un-fixed version of the main 
HUD with a reduced selection of essential symbols (e.g., airspeed, altitude) appears 
on the HMD when the pilot turns his/her head off bore-sight (i.e., left, right, up, or 
down). The simulator sessions in the FMS are 1.5 hours in duration and are preceded 
by a 1 hour pre-brief and followed by a 1 hour debrief. Each trainee in the FMS  
has the individualized, one-on-one attention of an instructor. The instructor has an 
operator station where he can launch scenarios and insert abnormal aircraft 
conditions. During the training session, the instructor can also view the pilot’s 
performance unfolding from a series of view, including the field of view (FOV) in the 
cockpit due to a head-tracker associated with the HMD.   

The debrief then provides the opportunity for the instructor to playback any flight 
segment during the simulator session and review notes, exceptional performance, and 
trainee performance errors. Control inputs, the pilot’s FOV, and other simulator 
information can be accessed by the instructor to facilitate this debrief. Instructors 
depend on overt behavioral actions and communications to identify performance 
errors. One limitation of this approach is the inability of the instructor to determine 
the specific instruments the pilot is monitoring, both within the HMD and on the 
MFD. Heads up/heads down status can typically be inferred based on the FOV 
presented by the HMD, however, the specific information that the pilot is visually 
integrating is not accessible. Given that a large portion of the task is monitoring 
information presented by a range of instruments; this limits the instructors 
understanding of how pilot performance is unfolding.   

Without sufficient data collection and diagnosis of performance data, evaluations 
and feedback provided by instructors may not address the underlying sources of poor 
performance. There are multiple reasons for this, including: 1) instructors may not be 
able to detect all errors due to the high workload associated with monitoring a 
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complex scenario; and 2) instructors are unable to monitor subtle physical behaviors 
such as scanning patterns or attention allocation. As a result, instructors may not drill 
down far enough to expose the root cause of training deficiencies. For example, 
during irregular flight training such as warning or error procedures, a trainee may  
fail to take appropriate action to correct the aircraft parameters during a warning 
indicator. This could be due to several reasons including 1) he/she is not 
monitoring/scanning the relevant content in the cockpit, 2) he/she is monitoring the 
relevant content in the cockpit, but does not detect that they are out of tolerance, or 3) 
he/she detects they are out of tolerance but does not understand appropriate actions to 
take to mitigate. Additionally, there may be overarching error patterns undetected by 
the instructor, such as tendency to allocate unnecessary attention heads-down/ within 
the main forward display (MFD) or to symbols not relevant to the task at hand. 
Having data that can help instructors to determine the root cause of errors could 
provide key information regarding the general nature of the failures, which could 
potentially facilitate development of more effective training interventions.  

Given the increased responsibilities and cognitive workload of the F-35 pilot, 
pilot’s cognitive interactions with the HMD and other instrumentation are ever more 
important to ensuring that training feedback is as accurate and helpful as possible. To 
this end, objective measures of pilot information processing efficiency and 
effectiveness are required. Since information interaction within a head-mounted 
display (HMD) is limited almost entirely to perceptual and cognitive processes such 
as visual scan and information processing, there is a need for innovative solutions that 
can accurately and reliably capture this ‘unobservable’ behavior in order to 1) 
understand how an HMD is impacting pilot performance and 2) design training  
to effectively maximize performance. With the advancement in physiological 
monitoring technology such as eye tracking and EEG there is an opportunity to make 
these unobservable processes accessible to instructors to increase the accuracy and 
effectiveness of training feedback. 

2.1 Eye Tracking and EEG 

Visual attention can provide important insights to the information used in task 
performance, such as the importance of various features or cues [3]. Several studies 
[4; 5; 3; 6] have used eye tracking to extract information about scan strategies. These 
studies have demonstrated that eye tracking can aid in the assessment of perception 
through measurement of visual attention during observation via gaze, scan path, and 
fixation data. These measures can provide a means for increasing the granularity of 
performance feedback and hence the effectiveness of debriefs based on these 
measures. Additionally, mobile eye tracking technology has been successfully 
implemented in both the commercial flight deck [7] and military fighter jet [8] 
simulation environments to measure scan path sequence, visual attention allocation, 
overall situational awareness, and fixation times. These measures are particularly 
useful for assessing HMD interactions, as the HMD is an area of the cockpit where 
the pilot is solely monitoring information visually and is not performing observable 
direct control inputs. EEG has been successfully used in previous studies [9] along 
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with electrocardiogram (ECG) sensors [10] to measure trainee workload in the aircraft 
simulation environment. Cognitive workload is of particularly interest in the F-35 
environment due to the previously-stated consolidation of duties. Such a measure 
could allow the identification of times when cognitive overload led to performance 
failures as opposed to skill decrements, allowing for feedback to more accurately 
target the root cause of errors. 

Eye tracking and EEG measures have been successfully implemented together in a 
number of desktop-based environments to provide this deep diagnostic evaluation of 
performance [11, 12, 13, 14, 15]. Eye tracking and electroencephalography (EEG) can 
be used in combination to access such “unobservable” perceptual cognitive processes 
as scan strategies [11], attention allocation [12, 13, 14] and cognitive workload [15, 
16].  Thus, eye tracking and EEG emerged as the most suitable combination of 
physiological measures to incorporate into HMD ASSESS to address the training 
needs of the F-35 Lightning II. The initial version of HMD ASSESS intended for use 
in the F-35 training environment will be limited to utilizing eye tracking 
measurements, with EEG measurements reserved for the version of HMD ASSESS 
used in conducting research. However, incorporating EEG in the training assessment 
version of HMD ASSESS is the end goal when EEG technology becomes more 
deployment friendly. 

These measures can provide a means for increasing the granularity of performance 
feedback and hence the effectiveness of debriefs based on these measures. Specific 
advancements required to realize the benefit of such metrics in FMS include 1) 
integration of hardware into an HMD; 2) analysis techniques that can reliably identify 
visual focus, such as when focus is on the Heads-Up Display (HUD) versus out the 
window, on which instrument the pilot is fixating, and cognitive state (e.g., cognitive 
overload); and 3) display techniques for visualizing the data in a format usable by 
pilot instructors during assessment and debrief. 

3 HMD ASSESS Approach 

The HMD ASSESS development effort aims to create a precision performance 
assessment system which integrates advanced sensor technologies including eye 
tracking and EEG to measure “unobservable” perceptual and cognitive processes such 
as visual scan, attention allocation and cognitive workload during HMD-based 
performance. Based on these granular-level process measures, HMD ASSESS will 
diagnose performance deficiencies (e.g., failures in monitoring and detection) and 
inefficiencies (e.g., times of cognitive overload, distraction or inefficient scan 
strategies) and provide Real-time and After Action Review (AAR) summaries of 
individualized performance issues. These summaries can be used to 1) support 
training instructors in identifying skill decrements which need to be effectively 
remediated to achieve criterion performance and 2) assist system designers in gaining 
an understanding of how a pilot is interacting with the system and 3) identify specific 
problem areas within the display. HMD ASSESS will thus provide a comprehensive 
understanding of pilot performance within an HMD enabled environment, a task 
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previously unachievable due to the unobservable nature of these processes. The 
resultant precision performance assessment system is intended to improve training 
effectiveness by providing instructors with access to previously unobservable 
perceptual and cognitive processes, allowing them to pinpoint the root cause of 
performance deficiencies (e.g., issues with attention allocation) and effectively tailor 
the debrief to address the problem.   

This effort commenced with the development of a taxonomy which delineated the 
data presented in the F-35 HMD and the expected pilot interactions with this 
information. F-35 instructor pilots and other domain experts were interviewed 
throughout the design process, with interviews conducted in an iterative manner. 
Utilizing the taxonomy as a foundation for what needs to be measured in order to 
understand pilot interactions with the HMD, a conceptual design of HMD ASSESS 
was developed and evaluated by F-35 Subject Matter Experts (SMEs) who provided 
input leading to the redesign of several HMD ASSESS metrics, diagnostic methods 
and displays. The resulting HMD ASSESS conceptual model consists of four main 
components, including 1) Measurement component, 2) Diagnosis component, and 3) 
Instructor Displays component.   

These components are discussed in the following sections and a use case is 
presented to illustrate the tool concept of operations.  

3.1 HMD ASSESS Conceptual Design  

HMD ASSESS Measurement. The HMD ASSESS measurement and data capturing 
component will log the occurrence of relevant events during the training session. The 
measurement component will receive events from a variety of available data sources, 
including the simulation system or another instructor learning station as appropriate 
(e.g., when warnings are provided or HOTAS inputs received from the pilot), eye 
tracking (e.g., ocular fixations relative to pre-defined high or low priority areas of the 
cockpit for a specific segment of flight or emergency scenario), EEG hardware (e.g., 
cognitive workload levels ) and input devices available to the user. The measurement 
component will assess events received for inclusion in the diagnostics to facilitate 
system flexibility required for integration into multiple training simulations. This 
component will be the hub for integrating the available data sources and calculating 
metrics to support the diagnostics.  

Taxonomy Development. Based on an analysis of F-16 and F-35 operations, and 
advanced HMD systems (including the Helmet Mounted Display System, the Joint 
Helmet Mounted Cueing System, and the Helmet Mounted Integrated Targeting 
system), an HMD-ASSESS Taxonomy was developed to serve two purposes. First, it 
provides a preliminary understanding of unique and common data displayed across 
HMD systems as well as when and how pilots interact with HMD presented data. 
Second, it provides a foundation for identifying metrics to assess this interaction as it 
identifies when pilots should be monitoring different pieces of information and 
potential errors in doing so. The taxonomy provides a breakdown of the following 
information for 40 symbols provided in the F-35 HMD interface and 8 MFD displays, 
including a description and location of the symbol, other locations in the cockpit the 
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same information can be found, the associated tasks performed when interacting with 
the symbol, and common errors associated with monitoring the symbol. 
 
HMD ASSESS Diagnosis. The diagnostic component will utilize the raw metrics 
output from the measurement component and run a series of algorithms utilizing 
constraint-based modeling approaches to identify key performance decrements and 
the underlying causes of these decrements such as insufficient attention allocation, 
cognitive state and occurrence of tunnel vision. This will be used to identify critical 
performance issues on which instructors should focus their training interventions such 
as AAR debrief and future training scenario selection and manipulation. Output of the 
performance diagnosis will provide instructors with pilot generated errors, root-cause 
error analysis, and consolidated error pattern analysis. 
 
HMD ASSESS Real-Time Display. The HMD ASSESS will include a real-time 
presentation of pilot trainee eye scan data displayed over a video feed displaying the 
area of the cockpit where the trainee is currently looking. The real-time display will 
be viewable in the instructor station, so the instructor can monitor where the pilot is 
looking and flag errors if desired, in addition to the errors identified automatically by 
the system. 

 
HMD ASSESS After Action Review Displays. An AAR screen generator will be 
implemented in HMD ASSESS that displays a variety of data to assist instructor in 
pilot performance assessment and debrief, including:   

• Graphical representation of pilot eye scan performance  
• Diagnostic information regarding pilot performance decrements 
• Performance summaries of pilot behavioral and eye scan performance 
 
Diagnostic outcomes will be fed forward to the display component which will present 
a single AAR screen containing 1) a playback mode showing real-time trainee eye 
scan data relative to pre-defined high or low priority areas of the cockpit for a specific 
training segment, 2) an overview mode showing a summary of all eye scan data 
relative to pre-defined high or low priority areas of the cockpit for a specific training 
segment, 3) a multi-level timeline which contains performance feedback and allows 
the instructor to zoom into specific segments of flight (i.e., taxi, take-off, approach, 
etc.), emergency scenarios (e.g., engine flame-out or rudder failure), instructor flags 
or system identified errors (e.g., when the pilot misses a required task for a specific 
segment of flight or emergency scenario), 4) a summary list of all instructor flags and 
system-identified errors, and 5) summaries of the total time the trainee fixated on 
different areas of the cockpit (e.g.,  the total time the pilot was heads up or heads 
down,  the total time spent looking at HMD symbols or MFD pages). In summary, 
the AAR screens provide the instructor with the ability to select a specific segment of 
flight in order to review scan patterns, errors, and visual allocation timing information 
with the pilot trainee. 
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4 HMD ASSESS Use Case 

HMD-ASSESS is designed to be utilized during the actual training session and 
debrief. A use-case was developed to demonstrate the HMD ASSESS concept of 
operations for F-35 FMS training sessions and is presented in summary in this 
section.  

A typical training session in the FMS may include several abnormal malfunctions 
from which a pilot must attempt to recover. During this particular training session, the 
instructor has inserted an Integrated Power Package (IPP) failure into the scenario. As 
the pilot trainee attempts to recover from the IPP failure, he performs three key errors: 
1) the pilot misses a critical checklist item (i.e., arming the backup oxygen system); 2) 
the pilot spends too much heads down time looking at his checklist and fails to scan 
his primary flight instruments (altitude, attitude, airspeed) at the necessary intervals; 
3) the pilot develops tunnel vision on an area of the cockpit irrelevant to the 
appropriate task, e.g., determining the best place to land, resulting in a delay in 
conducting a critical checklist item (i.e., open RAM door).  

After the training session in the simulator has ended, the instructor uses the HMD 
ASSESS after action review displays to facilitate his debrief to the pilot trainee as 
follows. The instructor is interested in assessing the students handling of the IPP 
failure, so the instructor clicks on this segment of the timeline and the timeline 
automatically zooms into the IPP failure event. The instructor points out overall 
timing summary for that segment to the pilot, including total time heads up vs. heads 
down and total time in high priority areas. The instructor can illustrate to the pilot 
trainee that he spent a large amount of time heads down while handling the IPP 
Failure.  

The instructor then clicks on the first system identified error, which automatically 
zooms the timeline down to a system default of 30 seconds on either side of the error. 
The instructor plays back the error and points out that, based on the eye tracking data, 
the pilot was distracted from reading the checklist by focusing on blinking lights on 
the IPP Panel.  

The instructor then moves on to the next error (i.e., breakdown in a periodic eye 
scan of flight instruments), by selecting the error from the error summary list. The 
instructor wants to show the pilot how he failed to scan his primary flight instruments 
frequently enough. By using the Overview mode containing a summary of all eye 
tracking data for 30 seconds on either side of the error, the instructor illustrates to the 
trainee that a scan of these three primary flight instruments did not occur during this 
time period. The instructor confirms this by pointing out the timing summary which 
shows that the pilot spent very few seconds looking at the altitude, attitude, and 
airspeed instruments for the specified window of time.  

The instructor then points to the section of the timing summary that shows the total 
time spent on each MFD page for the segment of flight in focus. He uses this data to 
illustrate that the pilot spent only 30 seconds looking at the navigation page and flight 
instruments because he started to look for the nearest airport to land too early, instead 
of following the checklist steps. This caused the pilot to delay in opening the RAM 
(i.e., air intake) door, which resulted in systems overheating more quickly. 
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As illustrated in the se case, HMD ASSESS will allow an instructor to more 
accurately and efficiently diagnose a performance issue. Instructors will be better able 
to direct a pilot’s attention during overwhelming flight scenarios and prevent pilots 
from making common mistakes with regard to visual attention allocation. 

5 Future Research 

Development of the HMD ASSESS prototype is currently underway. HMD ASSESS 
will be integrated with the PTA initially, with the ultimate goal of implementing the 
system in the F-35 FMS. As HMD ASSESS has an iterative lifecycle and 
development process, the initial HMD ASSESS prototype will be verified and 
validated, and then revised as needed following implementation. The effort will 
culminate with a training effectiveness evaluation to assess the impact HMD ASSESS 
has on performance assessment and training effectiveness.   
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